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And then one day | wrote a successful book ...

NATIONAL BESTSELLER

STRUCK BY
LIGHTNING

JEFFREY S. ROSENTHAL

"Like Freakonomics,

Struck by Lightning attacks
conventional wisdom."
OTTAWA CITIZEN
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Then | was interviewed by the media about:  Opinion Polls . ..

TORONTO STAR

www.thestar.com

Use caution when approaching polls

Party preference numbers have varied

But differences deceiving, experts say
Jan. 21, 2006. 01:00 AM

ROBERT BENZIE

QUEEN'S PARK BUREAU CHIEF

Not a vote has been counted. The party leaders are still criss-crassing the country in a frantic final bid
for support, Campaign volunteers are working the phones, replacing lawn signs and arranging election
day transportation for voters who require it.

And vet we already know — or at least we think we know — that on Monday Stephen Harper's
Conservatives will defeat Paul Martin's Liberals, and the NDP's Jack Layton will be the federalist leader
helding the balance of power in a minority Parliament.

How have we concluded this? Well, the polls tell us so.
But don't different major polls all seem to have differing results?

Yes and no, says Jeffrey Rosenthal, professor of probability theory at the University of Toronte and a
leading expert on polling.

Rosenthal, author of the recent bestseller Struck by Lightning: The Curious World of Probabilities, says
"any one poll should always be taken with a grain of salt.
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Crime statistics . . .

You're safer than you think: Statistics expert

Article Photos (4)
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Pedestrian death counts ...

Not so rare for rarities to occur in waves: Professor

TORSTAR NEWS SERVICE 31.9

Published: January 29, 2010 5:23 a.m. » Seven isn‘t that

Last modified: January 29, 2010 12:40 a.m.
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Ed more
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B print article
o8| Text size

Scary numbers have dominated Toronto
headlines this month: Seven dead in seven
days.

Fourteen pedestrians killed across the GTA.
The deadliest January for city pedestrians in a

decade.

No wonder people are walking scared.

big a number
when looked at
through a
statistician’s lens.
Jeffrey Rosenthal
calculates that
between 2000 and
2009, Toronto
witnessed an
average of 31.9
pedestrian deaths
per year and 2.7
deaths per month.
Using Poisson
distribution, this
means there is
about a 1.9 per
cent chance of
there being seven
or more pedestrian
deaths in a single
month.
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Making decisions . ..

Playing the odds with everyday life

Toronto professor to lecture on how to make better choices by
considering probabilities

By Jessica Prois | February 18th, 2010 - 12:00am

|  More

Should people take the beaten path or follow the capricious road-map dots plotted on
a whim? Should a khaki-wearing Ivy Leaguer ask out the girl with the full-sleeve
tattoo? And should someone give into the lure of the money pot of the Strip, uncertain
of his wallet’s fate?

For decisions like these, Jeffrey Rosenthal, a statistics professor at the University of
Toronto, suggests using probability theory, or mathematical reasoning, to determine
the likelihood of a certain outcome. In his book Struck by Lightning: The Curious
World of Probabilities, he uses simple math and amusing anecdotes to explain how we
might use this tactic to make better sense of seemingly random, everyday events,
which he says are actually governed by probability. Rosenthal, a Harvard grad,
addresses his theory in a Feb. 18 lecture at UNLV’s Marjorie Barrick Museum of
Natural History.
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Game show

strategies ...
The deal breaker

BY NATIONAL POST  IMAY 20, 2006

If you should ever be so lucky as to end up on one of the 35
versions of Deal or No Deal that air around the world, it's
probably best to leave the parents and their platitudes at home
and bring along a mathematician. While the publicity material for
Deal or No Deal, the American version of which airs on CH and
NBC in Canada, claims it is about "nerves, instincts and raw
intuition,” the game has just as much to do with probability.

Jeffrey Rosenthal, a professor in the Department of Statistics at
the University of Toronto, has been watching Deal or No Deal out
of professional interest. (For fun, he likes to watch Jeopardy!)
Touring to promote his pop math book Struck by Lightning: The
Curious World of Probabilities, he has received a number of
requests from readers for tips on how to answer host Howie
Mandel's question. His mathematical way of looking at the show
clearly gets results: When | tested Rosenthal with situations from
the show in his sixth-floor office in U of T's Sidney Smith Hall, he
consistently outperformed the actual contestants. (See sidebar
on Page B4.)
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The Maple Leafs . ..

To: mike.strobel@tor.sunpub.com

From: jeff@math.toronto.edu (Jeffrey Rosenthal)
Date: Wed, 12 Apr 2006 16:11:08 -0400 (EDT)
Subject: my calculations

Hi Mike, good talking to you on the phone just now.

| assumed that in each game, each team has probability 45% of getting
two points, 10% of getting one point, and 45% of getting zero points.

Those figures then lead to the following probabilities for Toronto to beat
or tie each of the various other teams (in total points at end of season):

Prob that Toronto beats Montreal = 0.17%
Prob that Toronto ties Montreal = 0.30%
Prob that Toronto ties Atlanta = 11.5%
Prob that Toronto beats Atlanta = 30.2%
Prob that Toronto ties Tampa Bay = 3.6%
Prob that Toronto beats Tampa Bay = 2.1%

* This gives a total probability of 5.8% (about one chance in 17) for
Toronto to have a chance at the playoffs.
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And lotteries . ..

p TORONTO STAR

www.thestar.com

Advice for lottery winners: Chill out

Apr. 30, 2006. 10:14 AM
ELLEN ROSEMAN

What are your odds of winning the lottery?

Unimaginably small, says University of Toronto statistics professor
leffrey Rosenthal,

You have one chance in 14 million to score big plaving Lotto 6/49.
(That's where you have to match all six numbers chosen from 1 to
49.)

"To put it in context, you are over 1,000 times more likely to die in a
car crash within the year,” Rosenthal says in his book, Struck by
Lightning: The Curious World of Probabilities (HarperCollins, $34.595).

"In fact, you are more likely to die in @ car crash on your way to the
store to buy your lottery ticket than you are to win the lottery
jackpot.
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... Lots of lotteries ...

Lotto 6-49 jackpot could go higher than $41-million
Article
Published On Fri Mar 19 2010 Ernail | Print | | m =l + )

The Canadian Press

University of Toronto statistics professor Jeffrey Rosenthal gives people a jolt
of reality when he puts that probability into perspective

“If you see an adult woman chosen at randem, the chance that she will give
birth in the next minute and a half is about the same as the chance you'll win
the jackpot." he said

W It would be four times more er\y for a‘p‘erson
Will You Win the chosen at random to become prime minister
than for a ticket holder to win the big prize, adds
Rosenthal, the author of "Struck by Lightning:
The Curious World of Probabilities.”

Lottery?
100% Free Horoscope
Reveals

Rosenthal confesses he has never bought a
IfLuck Is In Your Future...  commercial lottery ticket, but jokes that he
doesn't want to discourage people from buying
more since they bring in revenue for the
government _ revenue that pays his salary.

JoyPeaceandHappiness.ci

“Scary. scary." laughed Tracy Williams, a secretary for Blake, Cassels and
Graydon law firm, when she heard Rosenthal's probabilities.

Williams and her husband have been playing lotteries for 25 years, and said

he will never let her stop. (11/45)
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So what is the connection to JUSTICE?

Auric Goldfinger: “Once is happenstance.
The third time it's enemy action.”
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Similarly: Disease with 50% fatality rate. New drug: does it work?
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As we will see . ..
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Example: “80% of bar fights involving fatalities were started by the
victim”. How do they know? (“sampling bias")

Example: Interviews with successful musicians. (“reporting bias")
Example: Toronto 2005 “Summer of the gun”. Homicides up 22%.

Media: “guns used to bathe Toronto in blood”; “Toronto has lost
its innocence”; “Gun-crazed gangsters terrorise at will”; “people
were tripping over police tape and bullet-riddled bodies on their
way to work” .

Facts: Homicide rate per 100,000 people, 2005: Toronto CMA 1.95,
Winnipeg 3.73, Regina 3.99, Edmonton 4.26, Canada 2.06.

So why did people think Toronto was so unsafe? (“headline bias")
So, first, get the facts right, without bias!

Toronto 2006: rate down again (1.86); “regained its innocence” ??
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Suppose you read that John Smith of Orillia won the Lotto 6/49
lottery jackpot. Cheater? Let's do some statistical analysis!

Probability of winning jackpot = one in 14 million (13,983,816).

So, is the p-value one in 14 million?

If so, does this mean that John Smith cheated??

No, of course not. But why not?

The “out of how many” principle: We should compute the
probability of some such event occurring.

In this case, one person won the jackpot, out of millions of people
who bought a ticket.

Not surprising at all. The “real” p-value is not small. (Subtle!)

So, no suspicion of fraud/cheating.
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Out of How Many: Example

True story: Ran into my father’s cousin at Disney World!

Surprise! One chance in 230,000,000? Proves something?
But wait. We saw several thousand people there.
And, we would have been surprised by hundreds of people.

It follows that some such meeting had about one chance in 200.

Might well happen over a lifetime. (Has it to you?)
(18/45)
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Chance meeting in Hawaii brings half siblings together

Brothers Rick Hill and Joe Parker met by chance on a beach in Hawaii.

By Brian R. Ballou
Globe Staff / April 28, 2011
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‘Waikiki Beach wasn't part of Rick Hill's vacation plans last Monday, but the
Lunenburg resident and his family decided to make a quick stop.

Striking? Yes. Deeper “meaning”? No, just chance!
Out of how many other estranged Americans?

One success out of a million is luck, not “meaning”. (19/45)
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e Solicitor in Cheshire, England.
e Had two sons; each died in infancy.
e ‘cot death” (SIDS)? Or murder!?!

e 1999 testimony by paediatrician Sir Roy
Meadow: “the odds against two cot deaths
in the same family are 73 million to one”.

e Convicted! Jailed! Vilified! Later,
third son taken away from her (temporarily)!

Was “73 million to one” computed correctly?
Was it the right thing to compute? Perhaps not!

How did Meadow compute that “73 million to one"?

He said the probability of one child dying of SIDS was
one in 8,543, so for two children dying, we multiply:
(1/8,543) x (1/8,543) = 1/72,982,849 ~ 1/73,000, 000.
(20/45)
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Was the multiplication valid? No! SIDS tends to run in families, so
once a family has had one SIDS case, the second one is more likely.

Was the figure 1/8,543 valid? No! The overall probability of SIDS
in the U.K. was 1/1,303. Meadow got 1/8,543 by “adjusting” for
family circumstances that lower the SIDS probability (no smokers,
someone employed, mother over 26). But neglected other factors

which raise the probability (e.g. boys twice as likely as girls).

Was the interpretation valid? No! Even if “one in 73 million" is the
correct probability of two SIDS cases in this specific family, that's
still not the same as the probability of Clark’s innocence. What
about “out of how many”? (Millions of families in the U.K.!)

“Prosecutor’s Fallacy”: conflating two different probabilities.
Royal Statistical Society: “approach is ... statistically invalid”

What's really needed is the probability of two infanticides, given
either two SIDS deaths or two infanticides. Different (and subtle)

o L , .
question! (Bayesian?) Estimated as perhaps just 1/3. (21/45)
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down in an alley, and her purse was stolen.

e Witnesses said: a young Caucasian woman with a dark blond
ponytail ran away with the purse into a yellow car which was driven
by a Black man who had a beard and moustache.

e Four days later, Malcolm and Janet Collins were arrested,
because they fit these characteristics (mostly).

e At trial, the prosecutor called “a mathematics instructor at a
nearby state college”. The prosecutor told the mathematician to
assume certain ( “conservative”?) probabilities:

Black man with a beard: 1 out of 10
Man with moustache: 1 out of 4
White woman with blonde hair: 1 out of 3
Woman with a ponytail: 1 out of 10
Interracial couple in car: 1 out of 1,000
Yellow car : 1 out of 10
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e However, by the appeal date, enough doubts had been raised
about the statistical calculations that the conviction was upheld
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the corpses (evidence of poisoning?).

e October 2007 Dutch “Posthumus Il Commission” report: “the
hypothesis of digoxin poisoning was disproven [through new testing;
similar to Susan Nelles case], the statistical data were biased and
the analysis incorrect, and the conclusions drawn from it invalid.”

e Case reopened June 2008. Not guilty verdict, April 2010.
e Of course, she still might be guilty! (Mercy killings?)

e But the statistical evidence wasn't convincing.
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CBC broadcast scheduled for evening of Wed Oct 25 ...
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214 lottery ‘insiders’ won big bucks
Odds of Ontario results astronomical,
investigation by CBC program reports

BY SHANNON KARI

More than two-hundred lottery “in-
siders” have won prizes of $50,000
or more in Ontario since 1999, and
more than two-thirds of these wins
may have involved the deception of
a customer who bought the ticket.
The allegation is made by the

CBC program the fifth estate, after
an investigation into the number of
“insider wins” in the provincein the
past seven years.

A statistical analysis of the num-
ber of insider wins concluded that
fewer than 60 insiders, such as tick-
et retailers or clerks, should have
won majay prizes during the period

that was investigated.

The odds that the 214 insiders
who claimed major prizes —
$50,000 or more — since 1999 won
as a result of pure luck, isoneina
trillion, trillion, trillion, trillion,
said University of Toronto professor
Jeffrey Rosenthal, who conducted
the analysis.

The program airing tonight sug-
gests this may be a problem across
Canada and the United States.

See LOTTERY on page A10
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Toronto Sun
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~ Those blg wmnmgs
may have been yours

How is it that the people who sell lottery tickets do better than those who buy them?

Could it be ypu?

Isdt possible your winning
lotto numbers came up and
you'don’ even know i1 Is
someone else enjoying your 1 —
cash? . T
*Jt Is possible more than  EEEEE i Did You Win2/]
100 people since 1999 have : I |
wom a tafoe Jackpot and don't > Check Here
even realize it,” said Dr. jef- [ . iy
Frey Rosenthal, of the Unfver- b
sity of Toronto.

You do the math. That's a
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Toronto Star

Province to probe the windfalls of lotter

Opposition wants outside investigator
Statisticians lay bets there was fraud
ROBFERGUSON frey Rosenthal’s statistical anal-
A CINTES e g carried out for the fifth es-
Queen's Park has ordered a Rosenthal's numbers
probe of the Ontario

Rosenthal, author of Struck by
‘The Curious World of

‘I{Inncmn?uiem'yﬂlcu-

“We don't know if they've used
the correct retailer base” she
ﬁ-ﬂdﬁnglhﬂth!. re are more

plexities of our business.”
Statistical experts the To

Star contacted
senthal's findings.

Fred Hoppe..nsml’ew
mathematics statist

ince that sell its products. “In
?&.’m"hﬁ&jﬂ:m
ed a very simpli mm

simplistic Pater
calequation. It speakstothefact  agement sciesice
they don't understand the com-

1st Ever Factory Authe
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Globe & Mail Editorial

Another lottery gamble

magine that you are trusting enough to

give your provincial lottery ticket to a

store clerk to learn whether you have

won. Imagine that, against astronom-
ical odds, the ticket is worth a lot. The vast
majority of retailers and clerks will tell you
the truth. But, on the evidence of an epi-
sode of CBC's the fifth estate scheduled to
air last night, a number will lie. They will
say you won only a tiny prize and will col-
lect the major one themselves. Yes, there
are all sorts of mechanisms to prevent that
from happening, including self-serve tick-
et checkers and machines that play differ-
ent tunes depending on how much money
aticket has won, but it happens.

One case in Ontario has become public,
though the Ontario Lottery and Gaming
Corporation (OLGC) has worked hard to
keep some details secret. Bob Edmonds,
now 82, bought a ticket in 2001 worth
$250,000, but a variety-store owner told
him he had won only a free ticket. Mr. Ed-
monds grew suspicious when he later read
that the store owner had “won” the big
prize. An OLGC investigator had concerns
as well, but the corporation paid the retail-
er the money. It was only when Mr. Ed-
monds went to the police, and the police
began investigating, that an e-mail was
sent within the OLGC suggesting that Mr.
Ed ds’ claim was legiti

Even then, nothing happened. The
OLGC fought Mr. Edmonds until 2005, set-
tling with him just as a civil jury was about

tion incurred $425,000 in legal costs, far
exceeding the amount Mr. - Edmonds
should have won in 2001. And it required
that the settlement be covered by a confi-
dentiality clause — a demand that Mr. Ed-
monds’s lawyer plans to contest in court
next Monday, on the excellent grounds
that an agency of government should not
keep such secrets from the public.

The OLGC says the Edmonds case was
“isolated” and insists it keeps a tight rein
on those who sell its tickets (lottery mech-
anisms vary across Canada). The math
would suggest otherwise. Initially, using
an OLGC figure of 60,000 retailers and
clerks in Ontario, the fifth estate asked Jef-
frey Rosenthal, author of Struck by Light-
ning: The Curious World of Probabilities,
what the odds were of those clerks win-
ning nearly 200 times in the past seven
years with an average prize of $500,000.
Dr. Rosenthal’s answer: “one chance in a
trillion, trillion, trillion, trilion.” Accord-
ing to the CBC, the OLGC last week said it
really had closer to 140,000 retailers and
clerks; even at that, Dr. Rosenthal said, the
chance of so many winning so much was
“extremely unlikely.”

Mr. Edmonds’s case would appear not
so “isolated” after all. The Ontario govern-
ment has ordered an internal review of its
lottery system. For its part, the lottery cor-

" poration should remove the muzzle from

Mr. Edmonds and let the public know the
detq.i]s of t_.he set_tlement it reached. And,

ZHeEEEEE SRERTRILBFILNE SHEC
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Toronto Sun (p. 4)

Uniygrsity of Toronto statistician Prof. Jeffrey Rosenthal holds up a 6/49 ticket. He says so many retailers have won prizes it raises suspicions.

Storekeepers Iucky‘?

Lottery officials dismiss statistician's claim that retailers’ wins defy odds
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Ombudsman: “$100 million to lottery insiders”

Lottery agency's close ties to
retailers 'fatal flaw': report

Last Updated: Monday, March 26, 2007 | 2:00 PM ET
CBC News

The organization that runs Ontario's lottery system is fixated on
profits rather than customer service and needs an independent
regulator, the province's ombudsman said Monday.

André Marin spoke at a Toronto news conference to announce the
results of an investigation into the Ontario Lottery and Gaming
Corp., which has also been ordered to turn over all relevant files
to the Ontario Provincial Police so the force can determine
whether to launch a criminal investigation.

"The OLG is fixated on profits rather than customer service. It's
lost sight that it is supposed to be the guardian of public trust,"
Marin said.

The government-owned corporation is "too cozy" with its
retailers and paid out $100 million to "lottery insiders" from 1999
to 2006, he said.
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Heads Roll!

Ontario Lottery chief fired

Mar. 24, 2007, 6:12 a.m. /5 comments

LmeRY ST

Ontario Lottery and

Gaming Corporation:

Ontario Lottery chief
fired
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The head of the
Ontario Lottery and
Gaming Corporation
was dismissed from
the scandal-plagued
organization on
Friday, according to
CBCNews.

CEO Duncan Brown
was escorted out of
the lottery
corporation's offices
in  Toronto, two
sources told the CBC,
speaking on

condition of
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New Rules For Signhing and Checking Tickets

Ontario Lottery Introduces New
II§ules(;I To Protect You From
rau

2006/11/09 | CityNews.ca Staff
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Add to Favorites £ SHARE  w® 40 67

The controversy started when a math professor

compared the humber of lottery kiosk clerks Story Tools .
who've claimed big prizes with the chances of so & Email this story
many of those people actually winning that much - g R
money. When he calculated the odds in the
multi-trillions, alarm bells went off. »4 Smaller /
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The Police Investigate

Police open probe of fraudulent
Ontario lottery wins

Last Updated: Tuesday, March 27, 2007 | 10:17 AM ET
CBC News

Ontario Provincial Police have been called in to investigate tens of
millions of dollars in suspicious lottery wins — prizes paid out to
ticket retailers and lottery corporation insiders — following a
damning report by the Ontario ombudsman Monday.

The minister responsible for the Ontario Lottery and Gaming
Corporation, David Caplan, announced late Monday that he's
ordered the corporation to hand over all relevant files on insider
wins to the police.
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And Make Arrests!

Man jailed for stealing $5.7M lottery win

| LastUpdated: Tuesday, June 15, 2010 | 1:34 PM ET CBC News

[# Facebook | g A former convenience store owner in Toronto who stole a

& Twitter| g winning lottery ticket worth $5.7 million has been sentenced to

g+ n one year in jail.

Eishare| g An Ontario provincial court judge sentenced Hafiz Malik, 62, on

~ Email Tuesday, six years after he bilked four people out of the Lotto
6/49 jackpot prize, and six months after he pleaded guilty to
fraud.

Internal Links
. . Lorraine Teicht had taken the ticket to Malik's store on Dupont
® Police probe in ) g
lottery scandal Street near Lansdowne Avenue in June 2004 to check it. She
not over yet and three of her Toronto co-workers had been pooling their
money and playing Lotto 6/49 on the same numbers for years.
The ticket was purchased in Orillia, Ont.

Malik told Teicht she won, but only $10, and he ended up
keeping the ficket.

When her colleagues later realized they should have won big
they hired a private investigator, who eventually confronted Teicht
with suspicions that she herself decided to pocket the winnings.

Provincial police and the Ontario Lottery and Gaming Corp.
finally sorted out the mystery and Malik was arrested in
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$5.7 Million Repaid to Rightful Winner!

True lottery winners get $5.7M from OLG

Four school board employees, allegedly cheated out of their winning
lottery ticket by a retailer who claimed the prize money as his own,
received a cheque for $5.7 million -- plus interest -- Wednesday from
the Ontario Lottery and Gaming Corporation.

BY THE NATIONAL POST

TORONTO

Four school board
employees,
allegedly cheated
out of their winning
lottery ticket by a
retailer who claimed
the prize money as
his own, received a
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Another $80,000 Repaid!

Lotto winner paid four years later

The Ontario Lottery and Gaming Corp., which was slammed in a 2007 Ontario
ombudsman's report for not cracking down on retailers over lottery fraud, has paid
out $80,000 plus interest to a Burlington woman allegedly victimized by a lottery
retailer.

Text size: @@ Reset =& A Report an Error

ONTARIO LOTTERY AND GAMING / CNW GROUP
"Special” holiday for Jamie Antinori.

By: Dale Anne Freed STAFF REPORTER, Published on Wed Dec 17
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Later, Three More Retailers Charged ...

$12.5M lottery prize theft leads

to 3 arrests

Last Updated: Wednesday, September 29, 2010 | 10:25 PM ET
Comments -' 462 Recommend ¥ 322

CBC News

The case of Kathleen Chung, who

allegedly cashed the winning
ticket at her brother's

convenience store in Burlington in

early 2004, was profiled by the
CBC's Fifth Estate, triggering a
report by the Ontario
ombudsman. (CBC)

Three family members in the
Toronto area have been
charged in the theft of a
$12.5-million lottery prize,
while police seek the rightful
owner of the Lotto Super 7
ticket bought in 2003.

Two of the accused are a
father and son who worked
at a Burlington lottery outlet
and were actively stealing
tickets from customers,
Ontario Provincial Police
Commissioner Chris Lewis
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Could the True Winners be Found?

$12.5M lottery ticket stolen; police seeking rightful
winner

Article Photos (5)
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Curtis Rush and Jayme Poisson
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Found them! (January 2011)

Lottery fraud victims claim $12.5M prize — plus
interest

Seven men with wraparound smiles claimed their seven-year-old $12.5 million
lottery win Thursday, which stands now at $14.85 million.
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And It All Followed From Statistics!

Solving equations and solving crime
Toronto math prof proves his point when it comes to insiders winning
lottery prizes

By THANE BURNETT, NATIONAL BUREAU

Last Updated: 21st February 2009, 2:36am [ Storv m

For a guy who's never bought a lottery
ticket at a corner store, Jeff Rosenthal has
sure hit it big.

Email Story ! Print !
Size A A A! Report Typo

Sher B D R E @ F 4 )
And lottery corporations across Canada

would likely wish he would just stop playing their numbers so well.

Since 2008, the Toronto math professor has been the brain behind
uncovetring a suspected massive theft of lottery winnings by sticky fingered
store clerks.
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And lottery corporations across Canada

would likely wish he would just stop playing their numbers so well.

Since 2008, the Toronto math professor has been the brain behind
uncovetring a suspected massive theft of lottery winnings by sticky fingered
store clerks.

Before his sleuthing into insider wins, Rosenthal already defied
convention, or at least the image of a math professor who's married to a
librarian.
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