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A theoretical authority…

…gives reasons to believe something is.
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A practical authority…

… gives reasons for actions, for what ought to be 

done
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“Service conception of 

authority”

based on what Raz calls the 

“normal justification thesis” 

(NJT)
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Dependence

Thesis

Pre-emption

Thesis

One is likely better to 
comply with reasons 
which apply to him if he 
accepts the directives of 
the alleged authority as 
authoritatively binding 
and tries to follow them, 
rather than by trying to 
follow the reasons which 
apply to him directly.

Authority’s directives 

are meant to be mainly

based on the balance 

of underlying reasons 

that are applicable to 

the subject

Once the authority’s 

directive has been 

enacted, it is meant to 

displace the underlying 

balance of reasons and 

to exclude some or all 

other reasons for 

action.

Normal 

Jutification

Thesis



DIRECTIVES GIVEN BY AUTHORITY ARE 

THUS UNDERSTOOD AS… 

USEFUL HEURISTIC DEVICES
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Increases chances of 

successfully acting for the 

right reasons
For example:

Solving coordination 

problems
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• Saves time and energy in 

avoiding a full 

deliberation process
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For the sake of the argument, let’s take the NJT at 

its face value and explore how it plays out with

algorithmic decision support tools…



1. PROBLEM WITH THE 

PRE-EMPTION THESIS
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Lack of transparency of a decision based on an 

automated system?...

“Ah! But for an authority to be treated as an 

authority, one shouldn’t have to go behind it and 

check for the dependant reasons…”
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Procedural fairness may require transparency

and explainability of algorithmically-generated

directives

• Evidentiary issues

• Intelligibility issues



2. PROBLEMS WITH THE 

DEPENDANCE THESIS
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A) Legal characterization of the relevant facts…
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B) Wrong rules are coded, or 

machine learning based on biased dataset
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What is the system trained to optimise? 
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Quote from the article: 



• Ex.: Use of public 

assistance programs VS 

private insurances
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Predictions based on 

missing data 
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C) Spurious correlations

Distinction between causation and correlation

(see http://tylervigen.com/spurious-correlations for an interesting

collection)

http://tylervigen.com/spurious-correlations
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This may be compounded over time by 

• The principle according to which alike cases 

must be treated alike

• Ad populum fallacy

• Pressure to conform



D) Indirect 

discrimination –

adverse impact of 

decisions
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3. Arguments Against the NJT3. Arguments Against the NJT
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A) Degradation of human capacities

required for autonomy
A) Degradation of human 

capacities required for autonomy
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Automation may breed
• automation biases

• loss of situational awareness

• complacency

• skill degradation
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B) Existential Critiques of NJTB) Existential Arguments Against 

the NJT
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For certain decisions, what matters is less that they

are right, than they are…

… our decisions (“self-government”)

… arrived at by a responsible moral agent 

… the result of deliberations that took the meaning

of the issues seriously as opposed to be treated as 

merely operational questions
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Such cases impose constraints on WHO or WHAT

can be a legitimate authority in those

circumstances

• Agent part of the collective self

• Moral agent, and/or

• Meaning-making agent
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FUNCTIONAL AUTHORITIES (Instrumental 

rationality)

vs.

EXISTENTIAL AUTHORITIES (Existential logics)
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Is an issue a functional or an existential one?

Not one or the other by “nature”, but rather by 

ascription

Robertson                  vs.                Philips
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https://www.youtube.com/watch?v=pp3if2nI3K4

https://www.youtube.com/watch?v=pp3if2nI3K4
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Conclusion

1. Need to determine right level of automation

– Nature of the variables involved (functional

analysis)

– Impact of automation and cognitive biases

– Meaning of the decisions involved

2. Need for proper Algorithmic Impact Assessment
(https://www.canada.ca/en/government/system/digital-government/modern-emerging-technologies/responsible-use-

ai/algorithmic-impact-assessment.html)

https://www.canada.ca/en/government/system/digital-government/modern-emerging-technologies/responsible-use-ai/algorithmic-impact-assessment.html
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